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Abstract
Goal: This work focuses on neuroimaging studies, including MRI analysis via machine 

learning and deep learning, which has led to an increase in computer vision research and 
the early detection of neural disorders. Methods: An adaptive implementation of transfer 
learning (TL) with a top-level VGG16 architecture is set up with pretrained weights for large 
MRI images dataset. Convolutional neural networks (CNN) are a bespoke version of a multi-
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layer view. Through experimentation on the ADNI dataset, the algorithm was trained and 
tested in binary and multiclass classification using the MRI scanning of individuals. Results: 
The machine was trained on the CNN model of binary classification and the CNN model for 
multiclass classification and was trained using TL (using the VGG16 model) with CNN; 25 
epochs of batch size of 32 were considered. To validate the contributions of this study, we 
demonstrated that the proposed model used for binary classification gave an accuracy of 
96.89% and an F1 score of 96.90%, and for multiclass classification, we obtained an accuracy 
of 99.89% and an F1 score of 94.82%. Conclusion: The suggested approach is highly generic, 
as it is simple and parameter invariant, and therefore applicable to any MRI dataset.

Subject Classification:  92C55, 68U10, 54H30, 14J10.

Keywords: Alzheimer’s disorder, Binary classification, Convolutional neural network, Multiclass 
classification, Transfer learning.
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Transfer Learning: TL
Support vector machines: SVM
Alzheimer’s Disease: AD
Oral Contraceptives: OCs
Linear Discriminant Analysis: LDA
Convolutional Neural Networks: CNN
Computer-aided diagnosis: CAD

1.  Introduction

AD is a neurodegenerative condition that leads to the permanent death 
of nerve cells in the brain [21]. These nerve cells are crucial for cognition 
and memory. Eventually, this disease leads to a loss in cognitive abilities 
that precedes the onset of dementia [7]. There is presently no treatment 
for Alzheimer’s disease, and the findings implies that the underlying 
brain alterations responsible for the disease may really begin more than 20 
years before symptoms manifest [9]. It is estimated that almost 5.7 million 
Americans take oral contraceptives, making AD the sixth leading cause of 
mortality in the country according to data and figures (OCs). Even though 
there is currently no medication for Alzheimer’s disease (AD), researchers 
have agreed that doing so early on can have significant advantages. Various 
neurologists and medical researchers spend much time researching how 
to detect Alzheimer’s disease early, and it continues to achieve promising 
results. Several studies use MRI data for classifying AD [1], and MRI plays 
a critical part in that classification. One in every 85 people will develop 
Alzheimer’s disease by 2050. Automatic analysis of MRI scans may help 
detect AD in its early stages [17-19]. Computer diagnostics have recently 
been shown to be more accurate than clinicians in predicting Alzheimer’s 
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disease, getting it a vital area of research for the field of computer 
diagnostics. Support vector machines (SVMs) are a significant new area 
of study for computer diagnostics [3, 21]. Early success with new deep 
learning techniques such as HR autosensing, CNN, and TL has an excellent 
statistical method, but what exists is a deep learning method that trains 
deep bottom-up architectures with some limitations, especially in medical 
imaging where medical authentication data can be exclusive and protected 
[8]. The use of cross-border agencies for ethics and confidentiality and 
training a deep network with many images requires a vast computational 
network. Deep network learning requires many parameters to be set 
carefully and tediously [1], and suboptimal tuning can lead to overfitting 
or underfitting and consequently poor performance. CNN training on 
these images increases fidelity and improves the classification of medical 
images. However, the trained CNN has some limitations from the start, 
one of which is the requirement for large amounts of data. Because of this, 
a different alternative approach known as TL may be utilized to tackle this 
problem. This method takes significantly less time and only needs a small 
data set. 

TL is a machine learning technique that reuses a prebuilt network 
as a starting point for a model when the second task is performed. CNN 
has been demonstrated to be a very powerful DL model appropriate for 
network data such as RGB images and MR images. Due to AlexNet’s 
great success in solving the natural image distribution problem, CNN’s 
18 applications quickly spread to a wide area. TL is useful for CNN-based 
research. TL involves using a model trained on a single problem as a 
starting point for solving related problems. TL is flexible, so pretrained 
models can be used directly, such as extracting preprocessing functions 
and integrating them into completely new models [4]. Keras has easy 
access to many of the most efficient models in ImageNet image detection 
projects such as VGG, Inception, and ResNet. The TL schedule for MCI 
classification is provided, which conveys the pressure experienced during 
AD versus NC as pMCI versus sMCI. We used gradients after sharing 
our imaging technique in the studied model and identified important 
biomarkers for much purer imaging results [11]. To the finest of our 
experience, this is the first successful CNN description of lifelong learning 
pMCI distribution. In this paper, we will examine how to use transfer 
learning to improve AD diagnosis. The most important motivation for 
using TL is to reduce dependency on large training sets. Reduce training 
sets using an intelligent classification approach to achieve the highest level 
of performance with smaller training sets [22]. 
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The main results of our method can be reviewed as follows: We apply 
layer-by-layer TL transmission to modern CNN architectures where CNN 
upper layer groups are formed gradually, and lower layers remain fixed 
[5]. Using TL in this way is supposed to give distinct results, and the more 
levels you train, the further left from the finished network you will be. 
We found that retraining was only needed at a few top levels to achieve 
optimal results, which was very encouraging to reduce the training time 
required. We want to evaluate the robustness of the TL approach on a tiny 
training set. We will only use randomized training data. It instead utilizes 
the training data that offers the greatest information since images tend to 
be random and disordered.

2.  Material and Methodology

A. Material

The method was developed and evaluated in binary classification 
leveraging the MRI scans of 450 Alzheimer’s patients and 450 healthy 
controls using the ADNI dataset [2]. We used a small, irregular ADNI 
data set to multi classify Alzheimer’s stages (500 nondemented patients, 
448 very mild dementia, 179 mild dementia, and 32 moderate dementia).

B. Methodology

The overall methodology for binary and multiclassification is 
the initiation of the pretrained CNN architecture AlexNet and visual 
geometry group 16 with transfer learning. The model employs AlexNet, 
a multilayered neural network, to detect patterns in picture pixels with 

Figure 1
Proposed framework of our work
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little to no preprocessing. By contrast, the 16th group of visual geometry 
transfer learning is utilized to remember the details of how a problem was 
solved and how that knowledge might be applied to a new problem. The 
overall proposed novel framework has been shown in Figure 1.

C. Experimental Setup and Results

A domain h is composed of two modules: the feature space denoted 
as D and the marginal probabilities associated with it, p (D), where D = 
{d1, d2..., dm} and m is the number of MRI images. Domain D, stated 
mathematically, is given by the formula: h = {D, P (D)}. The two feature 
spaces, as well as the marginal probability, would also be different for the 
two domains. In domain h, there are two components: the label space t, 
which is the task representation, and the objective predictive function f (), 
which is a representation of task n in that domain [3].

The formula in mathematical terms is n = {t, ()}. Features d are labeled 
t, and their relationship to the testing data is learned as part of the training 
phase using the predictive function f (). We encountered an instance in 
which just one source, hs, and one destination, ht, existed. The source MRI 
information is designated as follows in Eq. 1

1 1 2 2 {( , ), ( , ) ( , ) ( , )} (1)s s s s s si si sm smh d t d t d t d t= …… …

This example shows an equation where the value after is called 
dsi and the value comparing it to is called tsi. In our proposed system, 
the two feature spaces and their corresponding labels are distinct. In a 
transfer learning model, a function from the source (f ())) is transferred to 
the target (f (d)). f (d) is computed based on the information assimilated 
from the source area and the source tasks and defined as f (d) = p (t|d). 
Traditionally, hs = ht, and ns = nt in machine learning methods. The source 
and target areas are different in the proposed framework, leading the 
modules to be different as well, suggesting either ds ≠ dt or p(ds) ≠ p(dt). 
The terms tt and ts are not identical when it concerns tasks. AlexNet is 
a CNN that has been pretrained on the AD images that make up the 
source domain hs. AlexNet’s CNN architecture has more than 60 million 
parameters [6]. It is risky to take in such a large range of features from 
training images in a simple way. 

The gradient values of each parameter are then analyzed using the 
neural network chaining technique. The gradient values are used to adjust 
the parameters. The weight and bias of the updated networks are shown 
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in Eq. 2 and Eq. 3. Overall, convolutional layers are customized based on 
duplex architecture design, and they are presented in Eq. 4.
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Where W, K, p, β, Y, m, r, s and D are the weight, bias, layers, 
parameters, learning rate, training samples (AD and non-AD), buildup 
coefficient, step update, and cost analysis function, respectively.

1 1
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Where W is the input layer of the Q * t dimension convolutional 
kernel layer, b is the biasness with the kernel, and Z is the feature space or 
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map to produce the feature with the SoftMax function (Eq. 5) to create a 
probability distribution with V0 outputs.

0 0
0 0

1
   1, 2, 3, (5).. 1, 

Ve

YQ
Q V Y

eP Q V V
∑

= ∀ = … −

Manual data preparation is performed by separating the data set into 
training and test set folders, each of which has four folders containing 
nondemented, very mild demented, mild demented, and moderately 
demented images (Algorithm 1). Algorithm 1 explains the multiclass 
classification with the R(f)F(m) images in all MRI samples and processes 
it to CNN (VGG16, AlexNet, R(f), E(f), I) with the initially null ND, VMD, 
MD, and MD individuals. We have performed the customized duplex 
model of CNN with VGG16 {Conv14, MaxPool5, FC-Dense-2) and 
AlexN{ Conv6, MaxPool3, FC-2) and as an outcome of our novel model 
in the form of number of ND, VMD, MD, and MD individuals.

3.  Result and Discussion

In several attempts to diagnose AD, machine learning algorithms 
trained on MRI data have been tried and found wanting. Support vector 
machines are widely utilized because they formulate a sparsity-based, 
representation-based classification method. Other common approaches 
include logistic regression coefficients (like Lasso and Elastic Net), 
sparse recognition categorization (SRC), and random forest classifiers. 
Kloppel et al. [12] and others may use T1-weighted MRI images to detect 
AD patients. In order to analyze structural MRI data, Siddiqui. M, [13] 
employed dimensional reduction and variance approaches. They utilized 
a binary SVM classifier in addition to a multiclass classifier to identify 
AD in MRI scans. Using MRI, demographic, and genetic data, Vemuri et 
al. [14] built three classifiers to distinguish between patients with AD and 
healthy persons. Gray constructed a multi-modal classification model for 
AD diagnosis using MRI and PET data using a random forest classifier. AD 
was classified using a GLCM by Er et al. [15]. Morra et al. [16] examined the 
efficacy of several models for AD detection using hierarchical AdaBoost, 
manual SVM features, and automated SVM features. 

A hierarchical structure is used in deep learning architectures, with 
basic, data-driven low-level features [10] serving as the foundation for 
more advanced, high-level features. As a result, deep learning models are 
being used to diagnose Alzheimer’s disease and other brain disorders. In 
our approach, we used the novel concept of a duplex convolutional neural 



1374� B. DEVI, S. SRIVASTAVA, V. K. VERMA AND G. AGGARWAL

network with customized VGG16 and AlexNet and evaluated the model 
with training and validation accuracy with loss. 

The score is good, which was expected, as the dataset size is very 
small, and training was performed for only 25 epochs. On increasing 
epochs, the results were similar, as it was observed that the validation 
loss was not improving after a certain epoch. The model performed very 
well for binary classification with an accuracy of 82%, but for multiclass 
classification, the accuracy was 76% on the test set, as the data set was 
much lower and irregular. However, training these data was difficult and 
took considerable time to train even after reducing the batch size to 32 
(Figure 2). 

(a) (b)

(c) (d)
Figure 2

Our model performance (a) Plotting Accuracy -binary classification (training & 
validation/test set) (b) Plotting Loss -binary classification (training & valida-

tion/test set) (c) Plotting Accuracy -multiclass Classification (training & valida-
tion/test set) (d) Plotting Loss -multiclass classification (training & validation/

test set).



TRANSFER LEARNING BASED NOVEL INTELLIGENT CLASSIFICATION FOR ALZHEIMER’S DEMENTIA� 1375

This research evaluated the assessment scores, such as precision, recall, 
f1 score and FPR, via a confusion matrix. Various assessment criteria [19] 
are used to assess the accuracy of classification results produced via the 
customized VGG16 and AlexNet architecture. Each measure is described in 
more detail below. We have also presented the scores of all the assessment 
matrices in Table 1 by using the confusion matrix in Figure 3.

Precision: This is defined by [20] as the proportion of correctly 
predicted genuinely positive occurrences among all instances classified as 
positive. A mathematical formula is used to represent it in Eq 6.

( ) (6)TP
TP FP

Precision Pn
+

=

Sensitivity–Recall: According to the definition, the fraction of true 
positive anticipated occurrences to all of the truly positive predicted cases 
in the ground data is 1. It provides information on the categorization 
enactment of occurrences that have been positively tagged. It is denoted 
by the mathematical formula in Eq. 7.

 (7)( ) TP
TP FP

Sensitivity Recall Rn
+

− =

Specificity: This is known as the proportion of true negative anticipated 
occurrences to the total of genuinely negative predicted individuals in the 
ground data. It provides information on the classification presentation of 
cases with negative labels. A mathematical formula is used to represent it 
in Eq 8.

(a) (b)

Figure 3
Confusion Matrix (a) Binary classification (AD: Alzheimer Dementia, and 

HC: Healthy Control (b) Multiclass classification (MD: Mild Demented, MoD: 
Moderate Demented, ND: Non-Demented, VMD: Very Mild Demented)
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 ( (8)) TN
TN FP

Specificity Fn
+

=

F1-Score: An F1-Score is determined by taking the harmonic mean of 
the recall and accuracy scores. It is represented by a mathematical formula 
in Eq. 9

2( )1 1 (9)Pn Rn
Pn Rn

F Score F ∗ ∗
+

− =

4.  Conclusion

In this study, we used the novel intelligent classification for 
Alzheimer’s dementia using a duplex convolutional neural network [23]. 
We have customized VGG16 and AlexNet as per the convolutional layer 
requirement and produced a duplex convolutional layer. For the features, 
we have automatically evaluated 2990 features and trained and tested 
the model using MRI images. For the classification, we used binary and 
multiclass classification and implemented our duplex CNN model with 
extracted features. We have taken AD and HC in binary classification, 
and in multiclass classification, we have taken ND, VMD, MD, and MoD. 
Regarding the results, we demonstrated that the proposed model used for 
binary classification accuracy of 96.89% and an F1-score of 96.90%, and 
for multiclass classification, we obtained an accuracy of 99.89% and an 
F1-score of 94.82%. In future, we will perform parameter optimization and 
augmentation to work with a larger MRI dataset.
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